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Developing moral AI to support decision- 
making about antimicrobial use
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Timothy M. Rawson

The use of decision-support systems based 
on artificial intelligence approaches in 
antimicrobial prescribing raises important 
moral questions. Adopting ethical 
frameworks alongside such systems can 
aid the consideration of infection-specific 
complexities and support moral decision- 
making to tackle antimicrobial resistance.

Antimicrobials are drugs that kill or inhibit the growth of microorgan-
isms. Their use or overuse is a major driver of antimicrobial resistance 
(AMR) in humans1 — a leading global cause of mortality that killed more 
people than HIV/AIDS or malaria in 20192. To address AMR, a multimodal 
approach is required that includes improving diagnosis, developing 
new antimicrobials and, critically, preserving the effectiveness of cur-
rently available agents. Recently, artificial intelligence (AI), machine 
learning (ML), and deep learning (DL) techniques, have shown great 
promise for providing decision support in healthcare3,4. Within the 
field of infection, models that support decision-making have been 
developed to select appropriate antimicrobials, predict COVID-19 
outcomes5–7 and anticipate AMR development8,9. However, the adop-
tion and integration of such technology for antimicrobial prescribing 
and infection management remain challenging10.

The development and adoption of AI-based decision-support tools 
to support improved antimicrobial use raises significant moral ques-
tions. Most notably, antimicrobial prescribing decision-support sys-
tems must, we argue, achieve a moral balance between the needs of an 
individual patient and those of the wider and future society. Currently, 
when making decisions about whether to prescribe antimicrobials to a 
patient, clinicians usually evaluate the potential risks and rewards11,12. 
Treating the patient may reduce suffering and disease progression, but 
risks driving the evolution of AMR as well as causing adverse effects1,13. 
Not prescribing antimicrobials has the opposite risk/reward profile. 
National and local guidelines are important in decision-making because 
they help clinicians follow evidence-based practice and understand 
when specific drugs should be administered in certain situations. 
However, in our experience the antimicrobial decision-making process 
is highly individualized and, unfortunately, is frequently undertaken 
with limited information, meaning it is unclear which antimicrobial 
the infectious pathogen is susceptible to, or even whether the patient 
could recover without treatment. This often results in difficult deci-
sions that are not clear-cut, the consequences of which may or may not 
help the patient and may or may not harm future populations, and thus 
what decision is morally right is often unclear. Incorporating such con-
cepts into AI systems is complex and if the ‘interpretation problem’14 is 

correct, then we may never be able to get perfect accuracy. Regardless, 
important progress can be made by working towards a consensus on 
the optimal approach to decision-making in general, and, especially in 
this context, a nascent field known as ‘meta-decision-making for AI’15. 
In this Comment, we aim to explore potential ethical frameworks and 
nuances that may be applied to define what is ethical or not during the 
development of AI-based clinical decision-support systems (CDSSs) 
for antimicrobial optimization.

Moral paradigms in AI ethics
The question of how to build moral AI decision-making systems is very 
important. Building a decision system based on an underlying moral 
paradigm, called the top-down approach in AI, is one of the most sig-
nificant ways of doing this16. The main moral paradigms employed in 
AI ethics are utilitarianism (a type of consequentialism), deontology 
and virtue ethics. Below, we compare the applicability of these differ-
ent ethical theories to the moral use of antimicrobials to determine 
which approach is most appropriate to apply to AI decision-making 
systems in this scenario.

First, by taking the perspective of a utilitarian ethicist who believes 
that an action is only ‘good’ if it creates utility (frequently measured as 
happiness)17, a moral balance may be achieved and applied to the devel-
opment of AI-driven CDSSs. Utilitarianism in healthcare can be evalu-
ated using several techniques. These include total, average, minimum 
and total-average utility17. Maximizing total-average utility is likely to 
be of greatest importance in the context of AMR and healthcare, given 
that it aims to optimise the average happiness for those people who 
are currently alive17. This aligns with the UK’s General Medical Council 
(GMC) ‘duties of a doctor’ formulation whereby the objective is to 
maximise health and extend life for the patient being treated, while also 
considering wider society and providing equality18. Frameworks such 
as Bentham’s felicific calculus are commonly used within utilitarianism 
and can be applied to complex healthcare questions to quantify the 
utility of an action19. Figure 1 provides an illustration of this calculus 
and its application to the decision to start antimicrobial treatment. 
When taken as a whole, this framework suggests that for prescribing 
antimicrobials to be justified, the intensity and duration of the utility 
gained for the individual patient must outweigh the negative effect on 
everyone else. The only utilitarian scenario in which this could occur is 
with what is known as a ‘utility monster’, who gains significantly greater 
utility from actions than others do, combined. This seems improbable 
to exist in practice, and thus, to maximize total average happiness, we 
must look to maintain, and promote, all life. Importantly, however, 
certainty and propinquity cannot be quantified without more infor-
mation. AI models can therefore contribute toward utility evaluations 
by helping to estimate the effect of a particular agent on the develop-
ment of AMR versus the likelihood of clinical efficacy. By combining 
Bentham’s felicific calculus and AI-based CDSSs, we can quantify the 
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weigh the potential number of lives lost and the value of taking action to 
reduce the number of deaths versus taking personal responsibility for 
an individual’s outcome, or consider whether acting in a high-pressure 
situation brings equal moral responsibility as not acting.

Finally, applied ethical theories can also be explored: for exam-
ple, the four principles of medical ethics (autonomy, beneficence, 
non-maleficence and justice), which are commonly used as a platform 
upon which moral agents in healthcare should act24. When applying 
these principles at a societal level, one can consider that they should 
translate across time25. In this case ‘justice’, defined as the obligation 
of fairness in the distribution of benefits and risk, means that there is 
a responsibility to provide equal and fair care to everyone, no matter 
whether they are alive yet or not. Furthermore, as modern medicine 
only began in the nineteenth century with breakthrough discoveries 
from Louis Pasteur and Florence Nightingale, one can argue that the 
vast majority of individuals who will need care won’t yet have been 
born. Therefore, for antimicrobials, which can be considered a finite 
and limited resource given the development of AMR, we must aim to 
optimise prescribing and reduce inappropriate use so that their associ-
ated benefits and risks are fairly distributed.

By comparing different ethical theories, we can infer that they 
may have contrasting viewpoints on what is considered morally right 
with regard to prescribing antimicrobials. We suggest that a utilitarian 

utility of an antimicrobial prescription and understand the potential 
resulting individual and societal implications.

Deontological, or duty-based, ethics evaluates whether an action 
is morally good or bad based on whether one acts in accordance 
with one’s duty20. Duty-based ethics is very amenable to rule-based 
decision-making; therefore, one could attempt to understand which 
perfect and imperfect duties could apply in this situation, based on, 
for instance, Kant’s categorical imperative21. The UK’s GMC ‘duties 
of a doctor’ and the Hippocratic oath can be considered relatively 
deontology-focused approaches, given that they take care of the 
patient as of primary concern18, which is a deeply intentional and 
duty-focused value. However, these principles were designed to be 
universal and are not tailored for the significant ethical dilemma posed 
by antimicrobial prescribing.

Virtue ethics, in contrast, focuses on the moral character of the 
agent carrying out actions, an assessment of which can be made based 
on comparisons with a virtuous person who possesses and embodies 
the virtues22. In this context, virtues need to be defined, embedded in 
the moral agent, as previously described14, and the question of ‘What 
would a virtuous person do?’ considered. One could argue that virtu-
ous clinicians may act as moral exemplars for complex AI-supported 
decision-making23, but common moral dilemmas arise in the context 
of decision-making to address AMR. For example, one might need to 

Variables Description Exemplar of starting
antimicrobial treatment

Corresponding ad hoc
utility value

How strong is the pleasure?
Treating a relevant infection with
antimicrobials has the potential to save
that person’s life

Highly positive utility

How long will the pleasure last?
Any extension of life is immeasurable,
while it is reasonable AMR will
continue in the near-term future

Positive utility

How likely or unlikely is it that the
pleasure will occur?

Limited information often means
treatment may or may not be helpful
and there is always an inherent risk of
developing AMR

Neutral utility, without more
information

How soon will the pleasure occur?
Treatment can be e�ective
immediately; however, the same is true
for the evolution of AMR

Neutral utility, without more
information

The likelihood of further sensations 
of the same kind

–

–

Unable to assign

The likelihood of not being followed
by opposite sensations Unable to assign

Intensity

Duration

Certainty or uncertainty

Propinquity

Fecundity

Purity

Extent How many people will be a�ected?

Prescribing antimicrobials a�ects the
patient and those close to them, while
the development of AMR is a certainty
and may a�ect everyone, causing
significant su�ering and mortality

Immense negative utility

Fig. 1 | Overview of Bentham’s felicific calculus variables and example application to starting antimicrobial treatment. The seven variables of Bentham’s felicific 
calculus and their associated description are shown on the left. An example of using this algorithm to estimate the utility of the decision to initiate antimicrobial 
treatment is provided on the right.
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approach is most appropriate for antimicrobial decision-making given 
the number of individuals potentially affected by AMR, and alignment 
between current best practice, Bentham’s felicific calculus, and the 
principles of medical ethics indicating that antimicrobial resources 
should be fairly distributed.

Technological and clinical considerations for moral AI
Developing moral-AI-driven CDSSs that incorporate ethical frameworks 
may support the wider adoption of such systems. However, further 
technological and infection-specific clinical factors need to be con-
sidered26,27. Technical issues with AI such as transparency (explain-
ability and interpretability)23,28, bias7, accountability29 and adoption10 
have been extensively discussed in the literature, but what is morally 
acceptable from the perspective of an AI-assisted antimicrobial pre-
scribing decision has yet to be fully defined. Model fairness is particu-
larly important in the setting of infectious disease, where people of 
different ethnic backgrounds have different infection-related risks and 
outcomes, and research has shown a strong association between poor 
socioeconomic status, increased rates of infection and AMR30,31, which 
has been emphasised during the COVID-19 pandemic32.

Another critical consideration is, how should information 
be combined to reach a morally good decision? Data required for 
decision-making are unlikely to be processed through an individual 
model. For example, one system may output the anticipated antimi-
crobial risk or reward profile for the patient, while another produces a 
prediction for the likelihood of AMR development. As such, some sort 
of aggregation model, function16 or an experienced clinician may be 
required, which gets particularly complex when patients’ preferences 
are also taken into account, as is the case with shared decision-making12. 
These additional considerations must be accounted for by AI-driven 
CDSSs to provide prescribers with a high degree of confidence in their 
recommendations so that they can fulfil their ‘duties of a doctor’, while 
also incorporating, for example, a utilitarian societal benefit.

For infectious diseases specifically, additional factors must be 
investigated. Expert opinion on antimicrobial prescribing often devi-
ates depending on the specific scenario, and relying on a single meth-
odology such as an antibiogram can be unreliable or not correlate 
with expected response. This uncertainty hinders antimicrobial opti-
mization and the development of AI-based CDSSs, but highlights why 
further research and holistic, well-balanced decisions are required. In 
addition, the evolutionary process of pathogenic microorganisms, 
and thus the development of AMR, occurs on a human life timescale. 
Hence, when tackling AMR, AI should be temporally dynamic so that it 
is sensitive to microbiological evolutionary changes. Furthermore, sys-
tems should be geographically revised given that infectious diseases, 
resistance rates and antimicrobial availability vary dramatically by 
region1. Moreover, heterogeneity is needed with regard to antimicro-
bial prescribing because uniform treatment drives AMR1. These factors 
increase the importance of algorithmic transparency and accessibility 
of live local medical data. Creating moral AI to support optimal anti-
microbial prescribing is therefore very complex but remains a crucial 
endeavour to try and counteract AMR.

Towards moral AI decision systems
Moral frameworks have, by definition, been designed to help humans 
make ethical decisions. As our species advances into a new age with AI, 
we must consider how to ensure that such ‘intelligent’ decision systems 
promote moral decision-making. Regulators, users and developers 
should work through reasoning similar to that discussed above to 

determine what ethical theory is most applicable to AI decision-making 
in their specific scenario. Indeed, healthcare is particularly complex, 
and each speciality will have its own additional ethical and scientific 
factors that need to be investigated as part of moral AI. Similar to pre-
scribing antimicrobials, other AI-supported decisions that poten-
tially affect individuals beyond the immediate patient being treated 
are likely to entail comparable ethical dilemmas and arrive at allied 
conclusions. Organ donation is an example of this, in which medical 
resources are scarce and it is not possible to provide equal treatment 
to everyone33,34. As such, AI decision systems and policies must be 
carefully considered to ensure moral allocation. End-of-life care can 
also be considered here, given that death is strongly associated with 
a negative effect on others19. However, those dealing with choices that 
are almost entirely focused on the health of the patient, with limited 
external factors, such as decisions about knee replacement surgery 
or prescribing insulin for type 1 diabetes, are more likely to find that 
different moral paradigms, such as deontology, for example, may be 
appropriate. It is important to note, though, that understanding the 
potential effect of an AI-based decision on an individual patient, as 
well as on everyone else, is highly context and paradigm specific, and 
thus requires careful consideration.

Regarding antimicrobial decision-making, we believe a utilitarian 
approach is most suitable for developing AI-based CDSSs, and that 
focusing on the likelihood of drug effectiveness and that of resist-
ance can have the biggest impact in supporting moral antimicrobial 
prescribing (Fig. 1). Furthermore, for antimicrobials, spatial and tem-
poral considerations are critical to optimise treatment outcomes and 
minimise the development of side effects or AMR. Decision-making 
in antimicrobial prescribing is frequent, and both morally and techni-
cally complex; by applying ethical theories to specific scenarios and 
incorporating moral paradigms, we can ensure that AI-based CDSSs 
tackle global problems, such as the emerging AMR crisis, in a moral way.
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