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Diagnosis information can be hard to apply to AI systems.

Co-morbidities or chronic      
long-term medical conditions 

are a major challenge in 
healthcare

Challenges such as 
combinatorial complexity, 

heterogeneity, and a lack of 
data make using disease data in 

AI systems difficult
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Existing AI research on             
co-morbid patients does not 
tackle these problems and 

therefore lacks appropriate 
representation

Aim
Creating meaningful embeddings from external medically grounded knowledge, to help overcome such 

challenges and support downstream AI applications 

Patients…

Diseases ordered by count… 



Our pipeline leverages a publicly available expert curated 
healthcare knowledge graph. 
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Weighting:

Optimized for the mean SNOMED distance between each disease and their nearest neighbor
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where 𝑠 is the SNOMED distance 
between two diseases and 𝑓𝑠 is 
the number of edges with that 

SNOMED distance

Edge pruning 



We tested our methodologies against two clinically relevant AI tasks. 
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Supervised learning task Similar patient retrieval task

• Useful for case-based reasoning 
• Created co-morbid patient embeddings as the mean of all 

the patients SNOMED disease embeddings
• Retrieved similar patients through nearest neighbor lookup

• Baseline: 

• Evaluation:

SNOMED disease 
embeddings for 

each patient

In-hosptial mortality 
within a year

Long length of stay

Rocheteau 
metric

One hot 
encodings 

Metrics 

SNOMED similarity score
 

Charlson Jaccard index 

Expert humans

• Model: Set transformer 

• Baseline: 

• Evaluation: AUROC

Logistic regression with Charlson 
co-moribdity categories 

Logistic regression with one hot 
encodings

Set transformer with random 
SNOMED disease embeddings 



Two novel metrics were created for the Similar patient retrieval 
task. 
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SNOMED similarity score Charlson Jaccard index 
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where 𝑆,&,,- is a SNOMED distance matrix for the 
patients co-morbidities

where 𝐴	∈ ℝ'×+

where 𝐶represents the set of Charlson co-
morbidities for a particular patient
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The Charlson co-morbidity index is a widely 
adopted clinical tool that classifies some specific 

co-morbidities to 17 different categories   

More similar patients return larger values More similar patients return smaller values 

We match each disease of 𝑝1 to a disease of 𝑝2 so 
that the matching minimized the following equation: 



Our pipeline generated meaningful SNOMED disease embeddings.
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• Optimization of pre-processing returned a mean SNOMED distance between each 
node and their nearest neighbor of 1.23 

• Related conditions are located close in the embedding space 
• For example:

• Viral and bacterial infectious diseases
• Heart diseases and hypertensive disorders

2,133 chronic 
conditions  

95,157 patients



SNOMED disease embeddings are informative features for 
models undertaking clinically relevant predictions.
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Year Mortality Long length of stay

Features Model Overall Rarest co-
morbidities Overall Rarest co-

morbidities

Charlson                          
co-moribdity 

categories 

Logistic 
regression 0.65 (SD 0.01) 0.50 (SD <0.01) 0.60 (SD 0.01) 0.50 (SD 0.03)

One hot encodings Logistic 
regression

0.79 (SD 0.02) 0.80 (SD 0.23) 0.72 (SD 0.01) 0.55 (SD 0.11)

Random SNOMED 
disease 

embeddings 
Set transformer 0.80 (SD 0.03) 0.56 (SD 0.33) 0.74(SD 0.02) 0.52 (SD 0.23)

SNOMED disease 
embeddings Set transformer 0.82 (SD 0.02) 0.85 (SD 0.14) 0.75 (SD 0.01) 0.61 (SD 0.20)

Table 1: Mean unseen test set AUROC results for supervised learning classification tasks in different populations.



Co-morbid patient embeddings finds more similar patients and is 
consistent across different degrees of rarity and multi-morbidity.

INTRODUCTION METHODS RESULTS CONCLUSION

Method SNOMED 
similarity score

Charlson 
Jaccard index 

One hot 
encodings 4.40 (SD 2.32) 0.88 (SD 0.30)

Rocheteau’s 
method 3.52 (SD 3.26) 0.69 (SD 0.20)

Co-morbid 
patient 

embeddings 
1.78 (SD 1.90) 0.84 (SD 0.34)

Table 2: Mean results for the similar patient retrieval 
task.



Patients identified by our method were selected as the most 
similar in 60% of questions with a mean winning margin of 40%.

INTRODUCTION METHODS RESULTS CONCLUSION

Co-morbidities

Question 8 
patient

Gestational 
diabetes 
mellitus 

Hypertensive 
disorder

Pre-
eclampsia Varicella

Co-morbid 
patient 

embeddings

Gestational 
diabetes 
mellitus 

Pregnancy-
induced 

hypertension

Pre-
eclampsia

Varicella

Rocheteau
score

Gestational 
diabetes 
mellitus 

Hypertensive 
disorder - Varicella

One hot 
encodings

Gestational 
diabetes 
mellitus 

- Pre-
eclampsia Varicella

Question 10 
patient

Osteo-
arthritis Alcoholism

Co-morbid 
patient 

embeddings

Osteo-
arthritis

Alcohol 
dependence

Rocheteau
score

Osteo-
arthritis Alcoholism

Peripheral 
nerve 

entrapment 

One hot 
encodings

Osteo-
arthritis Alcoholism

Peripheral 
nerve 

entrapment 

Identical
Similar
Dissimilar



Conclusion

• Developed a novel pipeline to extract and utilize the previously untapped information 
contained within SNOMED CT to represent diseases and co-morbid patients

• Demonstrated its utility in classification and similar patient retrieval tasks with 
automatic and human evaluation techniques

• Our approach is generalizable and able to overcome many of the problems 
associated with using disease data in AI

• We hope this research can progress AI systems towards clinical benefit

Co-morbidity Representation in Artificial Intelligence: 
Tapping into Unused Clinical Knowledge.
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